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X-ray absorption spectroscopy gives access to a wealth of information regarding the local structure and elec-
tronic properties of materials. However, data analysis is significantly more time-consuming than the acquisi-
tion and initial data reduction. Decoding the information relies on comparison with similar compounds for
which the spectrum–property mapping is already established, a task that is very often performed by visual
inspection.

Machine learning (ML) is revolutionizing many fields with its ability to extract and learn patterns in big data
without having to provide additional prior information other than the data itself. ML models give access to
instantaneous predictions of properties and observables, which makes them particularly attractive for per-
forming autonomous experimental acquisitions or real-time analysis of the measured data.

Current ML applications for X-ray spectroscopy mainly use neural networks (NN), which require extensive
computational datasets as training data.1,2 These are very time-consuming to build and are often linked to
large-scale computing facilities access. Alternatively, one can use tailor-made ML models that are less data-
hungry and can be trained significantly faster. One suchML algorithm is the random forest, which has already
shown promising applications for analyzing visible and infrared spectra.3

In the present contribution, we will present the application of the random forest algorithm to identify the coor-
dination environment of iron in a given compound from the corresponding K-edge X-ray absorption spectrum.
As we train the model using theoretical data, but we use it to infer properties on measured spectra, we analyze
the different sources of errors that limit the quality of the prediction, such as spectral shift, normalization, and
noise level. In addition, we explore the use of SMOTE to tackle the class imbalance, a common issue in such
datasets as most materials in nature tend to adopt a small set of specific coordination environments.
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